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Abstract

Animals use memories of past experience to make appropriate decisions. We previously
showed that flies can memorize information that correlates to the intensity of electric shock
to make appropriate value-based decisions using specific mushroom body (MB) intrinsic cir-
cuits. Surprisingly, we found that during learning rewarding dopaminergic (DA) neurons
are required to assign relative value (better or worse than) signals to odours associated
with different intensities of electric-shock punishment. Using in vivo neuronal silencing
during learning, we found specific subsets of rewarding and punishment DA neurons tar-
geting the MB that are specifically required for relative aversive value coding. MB output
neurons (MBONs) with dendrites within the MB zones targeted by the necessary DA neu-
rons are also necessary for relative aversive value coding. In vivo calcium imaging during
learning revealed that learning induces shock intensity-dependent persistent depression of
the conditioned-odour drive to the relevant MBONs promoting appropriate avoidance be-
haviour. As anatomical connections exist between MBON and DA neurons targeting the
MB, we therefore propose that memories of relative aversive value are written within the
DA-MB-MBON network and compared via recurrent MBON-DA neuron recurrent circuits.
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